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PROBABILITY 

Definitions: 

• An Experiment: is a repeatable process that gives rise to a 

number of outcomes 

• An Event: is a collection of one or more outcomes 

• A Sample Space: is the set of all possible outcomes 

Example 1: 

 

 

 

 

We can use a net to show this   

a. P(5) = 
4

16
=

1

4
   

 

b. P(More than 5) = 
6

16
=

3

8
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PROBABILITY 

Example 2: 

 

 

 

 

Total number of students = 6 + 13 + 12 + 5 + 4 = 40 

a. P(under 9 minutes) = 
6+13

40
 = 

19

40
 

 

b. For this we use interpolation  

 
𝑓−19

31−19
=

10.5−9

11−9
   f = 28 

 

P(over 10.5) =
40−28

40
 = 

12

40
 = 

3

10
 

 

  

9 11 10.5 

19 31 f 
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Venn Diagrams: 

The rectangle represents the 

sample space while the ellipses 

represent the events 

 

Some famous shapes of the Venn Diagram: 

 

 

 

 

 

 

 

 

 

 

Example 1: 

 

 

 

 

a.         b. i. P(Not in band) = 
25

30
 = 

5

6
 

           ii. P(Not in club or band) = 
20

30
 = 

2

3
 

 

 

𝜉 

C B 

2 5 3 

20 
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Example 2: 

 

 

 

 

 

 

 

 

 

a. P (birds only) = 
6

100
 = 

3

50
 

b. P (does not own fish) = 
60

100
 = 

3

5
 

c. P (does not own birds, cats or fish)  

=  
11

100
 

 

 

  

 

𝜉 
C 

B 

8 6 

3 

F 

7 
4 

35 

26 

11 
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Mutually exclusive and independent events: 

When events have no common outcomes, we call them mutually exclusive. 

This shows on a Venn Diagram as no intersection of events. 

 

For mutually exclusive events 

 

 

 

 

 

When events have no effect on one another, we call them independent. 

Which means that the probability of event A happening is the same whether 

event B happens or not. 

 

For independent events 

 

 

Important: This rule can be used in reverse. If 𝑃(𝐴 𝑎𝑛𝑑 𝐵) = 𝑃(𝐴) × 𝑃(𝐵) 

then A and B are independent events 

 

Example 1: 

 

 

a. 𝑃(𝐴 𝑜𝑟 𝐵) = 0.2 + 0.4 = 0.6 

b. 𝑃(𝐴 𝑏𝑢𝑡 𝑛𝑜𝑡 𝐵) = 0.2 

c. 𝑃(𝑛𝑒𝑖𝑡ℎ𝑒𝑟 𝐴 𝑛𝑜𝑟 𝐵) = 0.4 

 

𝑃(𝐴 𝑜𝑟 𝐵) = 𝑃(𝐴) + 𝑃(𝐵) 

𝑃(𝐴 𝑎𝑛𝑑 𝐵) = 𝑃(𝐴) × 𝑃(𝐵) 

𝜉 

 

A 
B 

0.4 

0.4 
0.2 
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Example 2: 

 

 

𝑃(𝐴 𝑎𝑛𝑑 𝐵) = 
1

3
×

1

5
 = 

1

15
 

Example 3: 

 

 

 

 

Total number of students = 3+4+5+10+7+1 

= 30 

    a. P(student watches B or C or both) = 
26

30
 = 

13

15
 

b. P(A and B) = 
4

30
 = 

2

15
 ,  P(A) x P(B) = 

7

30
×

19

30
 = 

133

900
 

P(A and B) ≠ P(A) x P(B) so A and B are not independent events 

 

Set notation: 

A and B      A ∩ B  

 

A or B      A ∪ B 

 

Not A      A’ = 1 – P (A) 

Intersection 

Union 

Complement 
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n(A) = number of elements in event A 

Example 4: 

 

 

There are 4 Aces in a pack of cards and there are 4 suits in a pack of cards  

a. Remember that ∩ means “and” so there is one card in the pack that is 

an ace of diamond P(A ∩ D) = 
1

52
 

b. Remember that ∪ means “or” so we look for any card 

that is an ace or a diamond but since there is one card 

that is both, it shouldn’t be counted twice. The Venn diagram helps 

here. P (A ∪ D) = 
16

52
 = 

4

13
  

c. P(A’) = 1 – P(A) = 1 - 
4

52
 = 

12

13
 

d. Not an ace and is a diamond 
12

52
 = 

3

13
 

 

 

 

 

 

 

 

 

𝜉 
A D 

1 3 12 

3

6 
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Example 5: 

 

 

 

 

 

a. P(A) x P(B) = 0.3 x 0.4 = 0.12   P(A ∩ B) ≠ P(A) x P(B)  

so A and B are not independent events 

 

b. B and C are independent  

P(B ∩ C) = P(B) x P(C) = 0.08 

 

 

c. P(A ∩ B’) = 0.05 

P((A ∩ B’) ∪ C) = 0.05 + 0.2 = 0.25 

A general probability rule: 

 

 

Example 6: 

A and B are two events, with P(A) = 0.6, P(B) = 0.7 and P(A ∪ B) = 0.9 

Find P(A ∩ B) 

𝑃(𝐴 ∪  𝐵) = 𝑃(𝐴) + 𝑃(𝐵) − 𝑃(𝐴 ∩ 𝐵)   0.9 = 0.6 + 0.7 - P(A ∩ B) 

P(A ∩ B) = 0.4 

 

 

𝜉 A B 

0.07 

0.25 0.12 0.05 

C 

0.08 

0.43 

𝑃(𝐴 ∪  𝐵) = 𝑃(𝐴) + 𝑃(𝐵) − 𝑃(𝐴 ∩ 𝐵) 
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Conditional Probability 

The probability that B occurs given that A has already occurred is written as 

𝑃(𝐵│𝐴)  

The probability that B occurs given that A has not occurred is written as 

𝑃(𝐵│𝐴′)  

For independent events 𝑃(𝐵│𝐴) = 𝑃(𝐵│𝐴′) = 𝑃(𝐵) This can be used to check 

independence of events 

Example 1: 

 

 

 

a.   

 

 

 

 

b.  i. P(S’ ∩ H’) = 
2

75
 

ii. P(S│H) = 
11

36
  (Remember that event H has already happened which means 

that we are in the given 36 students only) 

iii. P(H│S’) = 
25

27
 (Remember that event S’ has already happened which means 

that we are in the given 27 students only) 

 H H’ ∑ 

S 11 37 48 

S’ 25 2 27 

∑ 36 39 75 
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Example 2: 

 

 

 

 

a.   

b. At least one dice lands on 3 

happens 7 times, of those 2 

times give a sum of 5 

P(5│3) = 
2

7
  

c. Dice are fair so all possible 

outcomes are equally likely 

 

Example 3: 

 

 

 

a. P(A│B) = 
0.15

0.4
 = 

3

8
  

 

b. P(B│(A ∪ B)) = 
0.4

0.4+0.15+0.25
 = 

1

2
 

 

c. P(A’│B’) = 
0.2

0.4+0.2
 = 

1

3
 (Remember we are working only in B’) 
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𝜉 
A B 

0.15 0.4 0.25 

0.2 
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A general conditional probability rule: 

 

 

 

Exercise: 

 

 

 

  

   a.   𝑃(𝐶│𝐷) = 
𝑃(𝐶∩𝐷)

𝑃(𝐷)
      0.3 = 

𝑃(𝐶∩𝐷)

0.6
  𝑃(𝐶 ∩ 𝐷) = 0.18 

 

b.  (𝐷│𝐶) = 
𝑃(𝐶∩𝐷)

𝑃(𝐶)
 = 

0.18

0.2
 = 0.9 

c.  𝑃(𝐶 ∪ 𝐷) = 𝑃(𝐶) + 𝑃(𝐷) − 𝑃(𝐶 ∩ 𝐷) = 0.2 + 0.6 − 0.18 = 0.62 

 

 

 

 

 

 

 

 

𝑃(𝐵│𝐴) =
𝑃(𝐵 ∩ 𝐴)

𝑃(𝐴)
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Tree diagrams 

This type of diagrams helps with outcomes of several events happening in 

succession  

 

 

Example 1:(Simple Probability) 

 

 

 

 

First we draw a probability tree diagram. Total beads = 12   

Remember that “𝑎𝑛𝑑 𝑖𝑠 ×” where “𝑜𝑟 𝑖𝑠 +” 

a. P(Both beads are green) 

= 
7

12
×

6

11
 = 

7

22
 

 

b. P(Both beads are different colours) 

= 
7

12
×

5

11
+

5

12
×

7

11
=

35

66
 

(Green and Blue) or (Blue and Green) 

 

 

 

 

Green 

Blue 

7

12
 

5

12
 

Green 

Blue 

6

11
 

5

11
 

Green 

Blue 

7

11
 

4

11
 

Total probability = 1 
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Tree diagrams for Conditional Probability: 

 

 

 

 

 

 

It is very important here to think in terms of “Conditional” 

Example 2:(Conditional Probability) 

 

 

 

 

 

a.  Let’s choose our letters first. R means that it’s going to rain and B 

means we have a Big turnout  

 

 

 

 

b. P(B and R) = 0.4 x 0.75 = 0.3 

 

c. P(B) 0.3 + 0.25 x 0.9 = 0.525 

 

R 

R’ 

0.75 

0.25 

B 

B’ 

0.4 

0.6 

B 

B’ 

0.9 

0.1 

Total probability = 1 
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Example 3:(Conditional Probability) 

 

 

The problem says “Given that both beads are the same colour” before 

saying “they are both yellow” so this is conditional probability. 

 

P(Both yellow │Both are the same colour) = 

 

       = 
𝐵𝑜𝑡ℎ 𝑎𝑟𝑒 𝑦𝑒𝑙𝑙𝑜𝑤 ∩ 𝐵𝑜𝑡ℎ 𝑎𝑟𝑒 𝑠𝑎𝑚𝑒 𝑐𝑜𝑙𝑜𝑢𝑟

𝐵𝑜𝑡ℎ 𝑎𝑟𝑒 𝑠𝑎𝑚𝑒 𝑐𝑜𝑙𝑜𝑢𝑟
 

 

  = 

4

10
×

3

9
6

10
×

5

9
+

4

10
×

3

9

 = 
2

7
 

 

G 

Y 

6

10
 

4

10
 

G 

Y 

5

9
 

4

9
 

G 

Y 

6

9
 

3

9
 

Both are green or both are 

yellow 

And 


