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CORRELATION AND REGRESSION 

Scatter Diagrams: 

 

 

 

 

 

 

 

 

• Bivariate Data: Each point has x and y values, for example from 

the diagram shown, at 120 C  we get sales of $200 

• An Independent (or Explanatory) variable : is one that is set 

independently of the other variable and is plotted on the 𝑥-axis 

• A dependent (or response) variable: is one whose values are 

determined by the values of the independent variable, and is 

plotted on the 𝑦-axis 

• Correlation: describes the nature of the linear relationship 

between two variables 

 

 

 

 

 

 

• Causal Relationship: when one variable causes the other 
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CORRELATION AND REGRESSION 

Example 1: 

 

 

 

 

1)  

 

 

a.  

 

 

 

 

 

 

 

b. A weak negative correlation 

 

c. As the distance from the city centre increases, the population density 

decreases 
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CORRELATION AND REGRESSION 

Example 2: 

 

 

 

 

 

 

 

a. Weak negative correlation 

b. She might have asked in a type of job that needs more hands’ on 

experience, so those who left education early had more years of work 

experience and thus higher hourly rate of pay 

Linear Regression 

In a scatter diagram that shows a correlation, usually a line of best fit can 

be drawn. A famous line is the least squares regression line (Simply called 

regression line), which minimizes the sum of the squares of the vertical 

distances between each point of data and the line 

 

 

 

 

 

 

The regression line of 𝑦 on 𝑥 is 𝑦 = 𝑎 + 𝑏𝑥 
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CORRELATION AND REGRESSION 

Example 3: 

 

 

 

 

 

 

 

 

 

 

a. Strong positive correlation 

b. If the daily mean wind speed increases by 1 knot then the daily 

maximum gust increases 1.82 knots 

c. The graph suggests a linear strong positive correlation and a best fit 

line 

 

Interpolation vs Extrapolation: 

  Interpolation: Using the regression line to make predictions of the 

dependent variable in the given range 

  Extrapolation: Using the regression line to make predictions of the 

dependent variable outside the given range 

 

 

 



 

Page 5 of 12 
 

CORRELATION AND REGRESSION 

Example 4: 

 

 

 

 

 

 

 

 

 

a. A baby born at 39 weeks is within the range of the given data thus is 

quite reliable to estimate by interpolation. On the other hand a baby 

born at 30 weeks is outside the range which needs extrapolation, and 

thus is less reliable 

b. In the scatter diagrams in general we should follow the given line. In 

our case 𝑦 on 𝑥 where gestation period is the independent variable. 

The nurse wants to use the head circumference as an independent 

variable, so she needs to use an 𝑥 on 𝑦 model for more reliability. 
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CORRELATION AND REGRESSION 

Calculating the least squares linear regression: 

 We know that  𝑦 = 𝑎 + 𝑏𝑥 so let’s find the a and the b 

First, we have to introduce the summary statistics 𝑆𝑥𝑦, 𝑆𝑥𝑥 and 𝑆𝑦𝑦 

 

           

 

Now    

 

Example 5: 

 

 

 

 

 

 

 

 

 

a.  𝑆𝑥𝑥 = ∑𝑥2 −
(∑𝑥)2

𝑛
 =22000 - 

3002

5
 = 4000 

𝑆𝑥𝑦 = ∑𝑥𝑦 −
∑𝑥∑𝑦

𝑛
 𝑆𝑥𝑥 = ∑𝑥2 −

(∑𝑥)2

𝑛
 𝑆𝑦𝑦 = ∑𝑦2 −

(∑𝑦)2

𝑛
 

𝑏 =
𝑆𝑥𝑦

𝑆𝑥𝑥
 , 𝑎 = 𝑦ത − 𝑏𝑥ҧ , then 𝑦 = 𝑎 + 𝑏𝑥 
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CORRELATION AND REGRESSION 

b. 𝑆𝑥𝑦 = ∑𝑥𝑦 −
∑𝑥∑𝑦

𝑛
 = 18238 - 

300×288.6

5
 = 922 

 

𝑏 =
𝑆𝑥𝑦

𝑆𝑥𝑥
 = 

922
4000

 = 0.2305 

 

𝑎 = 𝑦ത − 𝑏𝑥ҧ = 57.72 – 0.2305(60) = 43.89 

 

 

𝑦 = 𝑎 + 𝑏𝑥      𝑦 = 43.89 + 0.2305 𝑥 
 

c. i.  Length = 43.89 + 0.2305(58) = 57.3 cm 

ii. Length = 43.89 + 0.2305(130) = 73.9 cm 

 

d. 58 cm is in the given range of the data so interpolation is quite 

reliable, while 130 is outside the range so extrapolation which is less 

reliable 
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CORRELATION AND REGRESSION 

Example 6: 

 

 

 

 

 

 

 

 

a. 𝑆𝑓𝑓 = ∑𝑓2 −
(∑𝑓)2

𝑛
 =560 - 

562

7
 = 112 

𝑆𝑓ℎ = ∑𝑓ℎ −
∑𝑓∑ℎ

𝑛
 = 422.6 - 

56×45.8

7
 = 56.2 

𝑏 =
𝑆𝑓ℎ

𝑆𝑓𝑓
 = 

56.2
112

 = 0.5018 hardness units per g/day 

𝑎 = ℎത − 𝑏𝑓ҧ = 6.543 – 0.5018(8) = 2.5286 hardness units 

ℎ = 𝑎 + 𝑏𝑓      ℎ = 2.5286 + 0.5018 𝑓 

 

b. a gives the hardness units when we have 𝑓 = 0 which means at no 

given food supplements. It is quite reliable as 𝑓 = 0 is very near to the 

given range 

b is the rate at which the hardness units increase with increasing the 

food supplements. So for every g/day of food supplements we get an 

increase of 0.5018 hardness units 
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CORRELATION AND REGRESSION 

Example 7: 

 

a.  

 

 

 

 

 

 

 

a. 𝑆𝑥𝑦 = ∑𝑥𝑦 −
∑𝑥∑𝑦

𝑛
 = 52.04 - 

19.2×18.86

8
 = 6.776 

 

𝑆𝑥𝑥 = ∑𝑥2 −
(∑𝑥)2

𝑛
 =52.8 - 

19.22

8
 = 6.72 

 

b.  𝑏 =
𝑆𝑥𝑦

𝑆𝑥𝑥
 = 

6.776
6.72

 = 1.0083 = 1.01 (3 s.f.) 

𝑎 = 𝑦ത − 𝑏𝑥ҧ = 
18.86

8
 – 1.0083(

19.2

8
) = - 0.06242 = - 0.0624 (3 s.f.) 

𝑦 = 𝑎 + 𝑏𝑥      𝑦 = - 0.0624 + 1.01 𝑥 

 

c. Look at the shown fig. 

 

d. Correct reading = - 0.0624 + 1.01(2) 

     = 1.96 (3 s.f.) 
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CORRELATION AND REGRESSION 

Using Coding: 

Example 8: 

 

 

 

 

 

 

 

a. 𝑆𝑥𝑦 = ∑𝑥𝑦 −
∑𝑥∑𝑦

𝑛
 = 478 - 

36×144

8
 = - 170 

 

𝑆𝑥𝑥 = ∑𝑥2 −
(∑𝑥)2

𝑛
 =204 - 

362

8
 = 42 

 

b.  𝑏 =
𝑆𝑥𝑦

𝑆𝑥𝑥
 = 

−170
42

 = - 4.0476 = - 4.05 (3 s.f) 

𝑎 = 𝑦ത − 𝑏𝑥ҧ = 
144

8
 + 4.0476 (

36

8
) = 36.2142 = 36.2 (3 s.f) 

𝑦 = 𝑎 + 𝑏𝑥      𝑦 = 36.2 - 4.05 𝑥 

 

c. Coding the 0.25% we get 𝑥 = 10 x 0.25 = 2.5 

𝑦 = 36.2 - 4.05(2.5) = 26.075  

Melting point = 26.075 x 5 + 700 = 830 0 C (3 s.f.)  
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CORRELATION AND REGRESSION 

The product moment correlation coefficient: 

  

 

 

Where  1 is perfect positive correlation 

        -1 is perfect negative correlation 

   0 is no correlation 

 

Example 9: 

 

 

 

 

 

 

a. 𝑆𝑥𝑥 = ∑𝑥2 −
(∑𝑥)2

𝑛
 =2576.47 - 

176.92

15
 = 490.23 

𝑆𝑦𝑦 = ∑𝑦2 −
(∑𝑦)2

𝑛
 = 39771 - 

6792

15
 = 9034.93 

𝑆𝑥𝑦 = ∑𝑥𝑦 −
∑𝑥∑𝑦

𝑛
 = 9915.3 - 

176.9×679

15
 = 1907.63 

 

𝑟 =
𝑆𝑥𝑦

√𝑆𝑥𝑥𝑆𝑦𝑦
 = 

1907.63

√490.23×9034.93
 = 0.906 

 

b. From the answer to a we get a strong positive PMCC and the scatter 

diagram shows the possibility of a linear correlation, so a linear 

regression model is suitable 

 

𝑟 =
𝑆𝑥𝑦

√𝑆𝑥𝑥𝑆𝑦𝑦

 -1 ≤ 𝑟 ≤ 1 
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CORRELATION AND REGRESSION 

Example 10: (Important) 

 

 

 

 

 

 

N.B: Before solving, there is one rule that we need to know 

  ∑𝑎𝑥 = 𝑎∑𝑥     which is the same as ∑
𝑥

𝑎
=

1

𝑎
∑𝑥 

a. 𝑆𝑦𝑦 = ∑𝑦2 −
(∑𝑦)2

𝑛
    𝑆𝑦𝑦 = ∑ (

𝑚

20
)

2
−

(∑
𝑚

20
)

2

𝑛
 

0.05915 = ∑
𝑚2

400
−

(∑𝑚)2

400

𝑛
  0.05915 = ∑

𝑚2

400
−

(∑𝑚)2

400𝑛
 

0.05915 = 
1

400
(∑𝑚2 −

(∑𝑚)2

𝑛
)   23.66 = (∑𝑚2 −

(∑𝑚)2

𝑛
) 

𝑆𝑚𝑚 = 23.66  

b. ∑𝑥 = 44    ∑ (
𝑑

2
− 6) = 44  

1

2
∑𝑑 − ∑ 68

1  = 44 

1

2
∑𝑑 − 6 × 8 = 44     ∑d = 184 

𝑆𝑑𝑑 = ∑𝑑2 −
(∑𝑑)2

𝑛
= 4592 −

1842

8
= 360  

𝑟 =
𝑆𝑑𝑚

√𝑆𝑑𝑑𝑆𝑚𝑚
 = 

90.6

√360×23.66
 = 0.982 (3 s.f.) 


